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Executive Summary

H##H## Solutions needs a new network and compute environment to better support the applications teams and customers. Our
H##H##H data centers require high-end database appliances and storage systems. At this time, the gutrent infrastructure and
compute environments are depreciated and at their capacity.

This new environment will provide stability, amplify security, and increase efficiency usi
leveraging the VMware NSX virtual networking for current and future requirements. We
networking environment using NSX and the Service Leaf tier to enable communication bet

est spine/leaf technology and

infrastructure environment. We also demonstrate the underlay physical inf sible LAN (VXLAN)
overlay. We also focus on the physical spine/leaf network topology and netw ompute

infrastructure, covering the protocols at each layer, the physical and virtual net
compute enclosures.

Here is a quick list of some of the information you can expec
Physical (Underlay)

e The physical network (underlay) uses Cisc
Networking (SDN) software (overlay is virtu

re Defined

e The underlay network is based on the Spine-Le

e Inter-VXLAN routes betwee

For both data centers, we discuss listings switch port assignments, and interface types,

physical and virtual IP ad i i and protocols, loopback address

VMware enables us to cre in software, allowing us to programmatically create and provision different tiers
of the network.

e  The VXLAN protocol is uild logical layer 2 overlay using layer 3 networks. VXLAN bridging extends the
VLAN/VXLAN over erlay network.

e NSX switching enables the extension of layer 2 segments anywhere in the network irrespective of the underlay network
design and NSX routing forwards traffic in the logical space without sending it to the physical routers.
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We include an NSX Network Diagram, an ESX Host Uplink to Leaf Switches and Traffic Types Diagram, ESXi Host traffic types, the
overlay IP addressing plan, physical and logical views of the L3 gateway edge, the port layout from device to SAN directors, and
Storage Future State Diagrams for both data centers.

#itHt# Solutions is afforded the opportunity to build a next generation network and compute environment that will provide the
capacity, performance, security, and scalability for current and future requirements. This new | ucture provides easier
manageability, is less complex, and paves the way for future automation.
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1. Purpose

This design document provides specific technical guidance for how we plan to build out a new network and compute
infrastructure environment. This new environment will provide stability, amplify security, and j e efficiency using the latest
spine/leaf technology and leveraging the VMware NSX virtual networking. We also demons underlay physical
infrastructure and the Virtual Extensible LAN (VXLAN) overlay. This new infrastructure pr, asier manageability, is less
complex, and paves the way for future automation.

2. Introduction

the physical network, enabling micro segmentation,
data.

hosted on a physical net . g i communication between the virtual network and the

physical external network. iti i ant to move away from that to a Growth model that
goes East- nvironment high throughput and security with lower latency.

The ov, , making the system more robust and granular for NSX. We also
getro

3.
The current ne vironments are fully depreciated and cannot scale to current business needs. The
current infrastructure provided b i ver 2 design that lacks network bandwidth and has low latency, which are both are

key to analytic software and real-ti
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3.1 Additional Technical Details

e HP blade enclosures are several firmware revisions behind and require an extensive and intrusive outage to run the latest
code versions.

e Storage is also depreciated and behind on firmware versions that also require intrusi
e The business runs on a shared infrastructure, which prevents real-time changes w
activities can effect MHS’ daily commute requirements.

ed. Another business unit’s

4. Scope

This document focuses on the physical spine/leaf network topology and ne
infrastructure. It covers the protocols used at each layer of the physical and
appliances and compute enclosures.

virtualization, sto
networks as well

5. Underlay and Overlay

We use the VXLAN for the underlay and the overlay.

5.1 Software-defined Data Center T

5.1.1 VXLAN Overview

etwork Identifier (VNI) that allows up to 16
apable of providing that scale, the actual

r of VLANSs required will also grow. This means that large
e, the growth of application hosted on data centers is limited by the

Layer 2 extension over lay
and interconnecting them
adjacencies can’t be achi
VLANSs are decoupl

orks: New approach to data center growth is based on building many Layer 2 pods
layer 3 aggregation layer. However, using traditional network protocols, layer 2

XLAN solves this problem by extending VLANs across pods since these Layer 2 application
underlay network. Applications can easily be migrated from one pod to another pod.

The following definitions will help you understand VXLAN.

8 | #iHt#H Private Cloud Network Design For SAMPLE PURPOSES Only
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e Virtual network identifier (VNI) or VXLAN segment ID: The system uses the VNI, also called the VXLAN segment ID, along

with the VLAN ID to identify the Layer 2 segments in the VXLAN overlay network.

e VXLAN segment: A VXLAN segment is a Layer 2 overlay network over which endpoint devices, including physical devices

and virtual machines, communicate through a direct Layer 2 adjacency.

e o VXLAN tunnel endpoint (VTEP): The VTEP originates and terminates VXLAN tun
host Layer 2 frames within an IP header to send them across the IP transport n
packets received from the underlay IP network to forward them to local end ho
VXLAN. There are two types of VTEPs:

nd de-encapsulates VXLAN

= Virtual VTEP: Software-based VTEP; an example is a VXLAN-capable vi
host

= Physical VTEP: Hardware-based VTEP; Cisco Nexus 93

A physical VTEP provides hardware-based high perfor
VLAN segments and to extend a Layer 2 segment ove

e VXLAN gateway: A VXLAN gateway connects VXLAN and trad
hardware-based VXLAN gateway function. Figure 2 s
side and a physical VTEP device on the other side p
VXLAN VNI to a traditional VLAN.

5.1.2  VXLAN Bridging and Routing

VXLAN Bridging is the capability offe
situation it may be important to es
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VTEP encapsulates the end-

e end hosts are unaware of the

hin a hypervisor




